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Identifying the focus of a given derivation is of crucial importance for the context and the inference systems. The focus constituent relates the utterance to context, and has an effect on truth conditions (inference). It is therefore essential to the interface that derivations are associated with focus.  I will not be concerned here with the semantics of focus and its actual effects on the interpreatation, which is a well studied area.  For this question, I assume the basic semantics of focus proposed in Rooth (1985, 1992), by which the focus is always computed against a set of alternatives.  But the question at stake here is how the association with focus is obtained, namely how the inference and context systems identify the focus of the derivation - how focus is coded.

The question bears resemblance to the questions of scope we examined in the previous chapter.  Quantifier scope plays a role in the inference system, and determines truth conditions. It is crucial therefore for the inference system to identify the scope in a given derivation, and the question we asked was how this information is coded, namely how does the inference system know what scope to associate with the quantifiers in each given derivation. A central debate in that area has been whether scope is marked overtly or covertly. On the first view, c-command relations at the overt structure determine scope uniquely. On the second, scope is determined by c-command relations at LF, namely covert operation may change overt scope.

As we saw in section 3 of chapter 1., there is also resemblance in the history of the view of quantifier scope, and of focus, in theoretical linguistics.    At the earlier stages, e.g. Chomsky (1971), focus was viewed, essentially, as a property defined on PF structures. The basic idea was that sentence stress is assigned independently, by the phonological rules, and the interface systems make use of this available stress in relating a sentence to its context, namely, signaling the focus and presupposition structure. The focus was defined as any constituent containing the intonation center of the sentence. So, on this view focus is coded overtly. This rests on the notion of 'normal' or 'neutral' intonation. Specifically, a distinction was needed between this type of normal stress, and more marked stress options required by discourse needs. 
This is reminiscent, then, of the markedness view of scope shift, which we examined in chapter 2 (Keenan and Faltz (1978), Reinhart (1983)), where the 'normal' scope construals are those obtained overtly, and QR applies only  to obtain marked interpretations required by the discourse. 

However, in both cases, the concept of markedness was problematic.  As we saw in chapter 2,  it turned out easy to find examples of  scope shift which sound perfectly natural. (E.g. Hirschb¨uhler 's  An American flag was hanging in front of every building.)  Similarly, The distinction between marked and neutral stress has been challenged with arguments that in the appropriate context, main stress can fall anywhere, with effects hardly distinguishable from that of the neutral stress.  (For an overview, see Selkirk (1984).) The conclusion taken was  that there is no sentence-level generalization governing the selection of possible foci, and any expression can be a focus, subject only to discourse appropriateness.  If so, then main stress cannot be assigned at PF independently of the semantics of the sentence, and it must be the other way around: sentence intonation reflects its independently determined focus structure.  

In fact, in Chomsky (1976), where QR was introduced for the questions of quantifier scope, the view was that, like in the case of quantifier scope, the focus constituent is identified at the covert structure (LF), requiring 'focus-movement'. Consequently, any constituent that can be raised by QR can serve as focus. But this solution is problematic as well. A problem we discussed already regarding QR (see section 7 of chapter 2) is that in the minimalist program, the hope is that syntactic movement is triggered only by needs of convergence (technically implemented as feature-checking), and it is blind to any interface considerations. In an optimally designed language, the bare minimum needed for convergence should enable also meeting the interface conditions.  This is not the case with QR and focus movement:  the derivation would converge without them, so this is superfluous movement.  Though technically we can always introduce focus and quantification features to motivate movement, feature-checking is only the implementation, and the problem remains the same.  But  in the case of focus, there is a further complication.  Focus movement eliminates indeed the problem of markedness, but this requires assuming that main stress is sensitive to the semantics, namely it is determined by identifying the focus. Thus, the relations between stress and structure get to be a complex issue, raising questions of visibility of the covert structure to PF rules (stress).  

Any way we go about it, the fact that neutral stress is not always sufficient to identify the focus  is a case of imperfection.  The minimum that would suffice for the computational system (namely a simple rule of main stress) is not sufficient to meet interface requirements.  We must, therefore, depart from optimal design, in order to enable the computational system to meet the interface conditions. Nevertheless, it is not obvious that the imperfection must be as sweeping as entailed by the focus movement analysis, e.g. that the derivation's main stress is uniformly determined at the covert structure. 

Cinque (1993) reopened the markedness issue in the area of focus, and proposed, in essence, returning to the PF view of focus. Zubizaretta (1994, 1998), pursues this line, but argues that it is still necessary to assume that focus is marked also at LF, by f(ocus) features.  In Reinhart (1995, 1998) I argued that if focus is marked in the overt structure, there is no need to assume any focus features, or other covert marking. 
To see how focus computation works, we should start with the basics of the stress system, namely, the question how main stress is assigned to derivations. In section 1, we will examine the system proposed by Cinque, and further developed by Szendroi (2001).

1. Sentence main Stress
1.1. Cinque's main-Stress system
The broader issue Cinque (1993) is concerned with is phrase and compound stress, but the instance of this problem which is relevant for us here is sentence-stress. Previous analyses, which followed, in various ways, the nuclear stress rule of Chomsky and Halle (1968), assumed that this rule is parameterized, to capture the stress patterns across languages. Halle and Vergnaud (1987) developed a metrical approach to this rule (following the metrical-lines analysis of word stress, as first proposed by Liberman). The basic idea is that the nuclear stress rule (NSR) applies cyclically, where the cycles are determined by syntactic constituency. The input of the procedure is the sequence of (non-compound) word-stresses, marked by asterisks, and represented as a line. A new line is introduced for each new cycle. The NSR, then, locates the prominent stress of this line. My summary of how this works will be simplified. A more detailed summary can be found in Cinque (1993). For illustration, let us check how we derive the fact that main stress in the simple sentence (1a), falls on book. Throughout, I will represent the word carrying the main stress of a sentence with bold-face (for reasons of typographic visibility).

(1)
a.

I read the book.

b.

(Dat) ik het boek las (Dutch)

(2)










 

[ I  [read [the book]]]

a.

Line 1 (=word line 3):

[ * [  *    [          *  ]]]

b.

line 2 (VP cycle):

 [    [                   *    ]]

c.

line 3 (IP cycle):

 [                        *      ]

The output of word-stress for (1a) is (2a) (which is assumed to be metrical line 3). NSR then selects one of the word-stresses of line 1, and places it in line 2. The same holds for line 3. Of course, the question is how the rule knows which asterisk to place on the next line. (A simple idea such as 'take the rightmost asterisks' won't do, e.g. for the Dutch equivalent (1b).)


Halle and Vergnaud (H&V) first define the cycle as a syntactic constituent containing at least two asterisks (stressed words). In this case, one is defined as the head of the constituent line. Once the head is identified, the NSR proceeds to project the head of each line into the next line. The gist of this procedure is, then, stated in (3).

(3)
Nuclear stress rule
Locate the heads of line N constituents on line N+1.

(4)

Parameter setting for English (on line N( N(3): [..+HT, right]

But the crucial question, now, is how we identify the relevant head for (3). This is why (3) has to be parameterized. For English, as the parameter is set in (4), the head must be in terminal position of its constituent, and this position is to the right, thus book is selected as the relevant VP asterisk. Given all these assumptions, the derivation in (2) goes through, giving the right result for English. It is not a trivial matter to define the parameters for a "mixed" language like Dutch. If we define it as left-headed, we will get correctly the stress of (1b), since the VP leftmost stress (boek) will be projected. But with an intransitive sentence, the leftmost stress will be the subject, which may then get the main stress, incorrectly.


Cinque's insight is that, in fact, no parametrization of the stress rule is needed. Apart from the empirical problems of such parametrization, it is doing nothing more than an unneeded duplication of the mechanism which governs, independently, word order variations in syntax. Assuming that we need independently to know what is the direction of recursion in a language, the same (and better) results will be obtained with applying the one universal stress rule, starting with the most embedded constituent of the sentence.


The basic idea is as follows: let us assume that the first cycle of the stress rule is the most deeply embedded stress, i.e. a category containing only one (word-level) stress. The stress rule now needs no mention of heads or their order, and it can be stated with a slight simplification in (5). As far as I can see, the rest follows with no further assumptions. I should mention that I am not fully loyal to Cinque's actual execution. He assumes a greater machinery than I do here, though I think I capture correctly his intuition. Nothing here hinges on this being the case, and if my presentation is mistaken, one can go back to Cinque's precise formulation.
 Let us see how the derivation of the stress of (1a) follows.

(5)


Generalized stress rule


Locate the stress (asterisk) of line N on line N+1.

(6)







[Max [read [the book]]]

a.

line 1 (=word line 3):

[   *   [  *    [          *   ]]]

b.

line 2 (NP cycle):

[        [        [          *   ]]]

d.

line 3 (VP cycle):

[        [                    *    ]]

c.

line 4 (IP cycle):

[                              *     ]

Let us assume that the most deeply embedded constituent is the object (a point I return to directly). The first cycle-line, (6b), is then the NP (or N). Since there is only one stress for this cycle in the previous line, it is this stress which projects to the present line. From then on, there are no more options, and each cycle projects this same stress.


Thus, the gist of the analysis is that the main stress of the sentence will always be on its most embedded constituent, namely, on the node we started stress-processing with. Of course, everything depends now on the correct identification of the most embedded node. Specifically, the problem arises in the case of sisters (both carrying stress). Cinque argues that the answer lies in the order of recursion. Given two sisters, the most embedded one is that occurring on the recursive side of the tree. At first sight, this may seem like begging the question, but Cinque's point is that the order of recursion, or whatever determines word order, is a problem independent of stress, the answer to which is the goal of current syntax. Once the answer is found, the stress pattern should follow. Thus, in a right branching language like English, in the VO structure, in (7), the most embedded node is the object. In a left-branching language, like Dutch (in this relevant structure), it is again the object.

(7)
Asymmetry of sisters:



English



Dutch





V'




V'




V 

O


O

V






*


*

Zubizarreta (1994) argues that, in fact, it is not correct to talk about just order of recursion here, and depth of embedding is determined by head- complement relations.


With this assumed, the Dutch (1b), repeated in (8) is derived as in (9).

(8)


(Dat) ik het boek las /I the book read.

(9)




[ik [[het boek] las]]

a.

Word stress:

[ * [[
        *   ]  * ]]

b

NP cycle:

[    [[
        *   ]     ]]

c.

VP cycle:

[    [
        *         ]]

d.

IP cycle:

[    
        *          ]

The intransitive case appears non-problematic, at this stage: Given a sentence like (dat) ik las/ I read , the first cycle assigns stress to V (or to VP - nothing hinges on this, in this case). Since the VP and the subject are not sisters, the issue of embedding does not arise, and it is clear where the stress-processing starts. Hence, the main stress will fall on the verb.


More problematic are structures where the subject (or another adjunct or specifier) is a complex constituent, containing more embedding than the VP. The main stress still falls in this case on the deepest constituent of the VP, and the question is how this happens. Cinque assumes that the subject constitutes a cycle of its own. In this, he follows Halle and Vergnaud, who noted, independently of this problem, that the subject always gets secondary stress (higher than non-stressed nodes in the VP). The issue, then, becomes that of how to merge two cycles, each carrying its own main stress. Cinque defines, for that, the notions of major and minor paths of embedding. The main stress always falls on the major path, but when a minor path joins it, it gets a secondary stress (one asterisk). Zubizarreta (1994) offers a different formulation of this merging, sensitive to the complement/adjunct distinction, but for our purpose here these details are not crucial.


Cinque argues that his stress rule applies directly to syntactic constituents and no notions like a phonological or prosodic phrase are needed. The question of what the relevant constituents for phrasal stress are, has been a subject of much debate. Cinque's line contrasts with the view developed by Selkirk (1984), where it applies to phonological phrases, related, but not isomorphic to syntactic constituents.  Zubizarreta (1994, 1998) points out that Cinque's analysis can also be stated to apply to phonological constituents.

1.2. Szendroi's main- stress system

Szendrői (2001) presents an alternative technique for the execution of the stress rule. She uses Liberman’s (1979) metrical tree notation. In this method, there are no separate cycles like the NP-cycle or the VP-cycle like in Cinque’s system. Rather stress is assigned to the nodes of the syntactic tree (or alternatively, the prosodic structure.)  An advantage of this system is that it is fully transparent how it applies to syntactic (or prosodic) trees, and thus it lends itself to strictly incremental application. Stress is determined at each pair of nodes, as the derivation is built.

Let us see how this system works. In the simplest case, when the tree contains just two terminal nodes, the sisters a and b in (10), then one of the nodes is assigned a Strong (henceforth S) label, while the other node receives a Weak (henceforth W) label. The topmost, root node always receives an S label. This is illustrated in (10).

(10)


XS

aW



bS

What this means is that b is prosodically more prominent, “stronger”, than a. So, by assumption b bears more stress relative to a. One of the main advantages of this notation is that by assigning Strong-Weak pairs, it captures the inherently relational nature of stress. There is no such thing as a stressed element in the absolute sense. In other words, assuming that there is a phonetic cue (or a set of cues) associated with stress, there is no value x, above which an element is stressed and below which it is unstressed.
 Rather, we take an element to be stressed, if it bears more stress than another element. 


Given the above, one might think that Strong-Strong and Weak-Weak pairs are excluded. This is true. However, importantly, the two do not have the same status. As I will explain in the discussion about destressing in section 3, two Weak nodes may appear adjacent. In contrast, two Strong nodes may never be adjacent, due to the Obligatory Contour Principle (Goldsmith,1976), which disallows adjacent stresses (or identical tones).


But let us concentrate on the technicalities of stress assignment in a metrical tree-based system. Having seen the simplest configuration in (10), take a more complex example, such as (11). In (11), Z, being the root node, receives an S label, while the sisters, X-Y, a-b and c-d receive W-S labels. Thus, we end up with two terminal nodes that receive a Strong label: b and d. But which one is “stronger”? In other words, which node bears primary stress and which one bears secondary stress?

(11)




ZS


XW





YS
cW



dS


aW



bS

If we look at the subtrees dominated by X and Y separately, then the strongest nodes in the subtrees are d and b, respectively. Since X itself has a Weak label, while Y is Strong, it is the strongest node of Y (i.e. b) that is the strongest node of the whole tree. Thus, b receives main stress. The terminal node d, being the strongest node of the subtree whose topmost label is Weak, bears secondary stress within the whole tree. On the basis of the above, we can give the following definitions for primary and secondary stress.

(12)
Main stress falls on the terminal node that is connected to the root node by a path that does not contain any Weak nodes, including the root node itself and the terminal node. (i.e. RootS– X1S – X2S –... – XiS – ... – aS)

(13)
Secondary stress falls on the terminal node whose path to the root node contains only S nodes, except for exactly one W label on the node immediately dominated by the root node. (i.e. RootS X1W  X2S ...  XiS  ...  bS)


So far we argued that a Strong and a Weak label is assigned at each branching node. But we said nothing about the order of assignment. We maintain Cinque’s insight that stress is assigned following the order of embedding. Thus at each branching node, a Strong label is assigned to the node that is syntactically more embedded. Its sister receives a Weak label. The reformulation of the rule in these terms is given in (14). Compare (14) with (5) above.

(14)
Generalized stress rule (metrical tree-version)


Assign a Strong label to the node that is syntactically more embedded at every level of the metrical tree. Assign Weak to its sister node. 

In (15) it is shown how the derivation of the stress of (1a) follows in a metrical tree diagram, given Cinque’s insight that main stress falls on the most embedded constituent on the recursive side of the tree. (Compare 15 with 6 above.) The object receives main stress as it bears an S label and is only dominated by S labels. The subject receives secondary stress as it is the strongest node (in this case the only node) in the Weak-labelled subtree immediately dominated by the root node.

(15)



IPS


DPW

I’S



IW

VPS




VW

DPS










DW

NPS


[Max 

[read 
[the 

book]]]

Among the  advantages of this system is that it provides a way to derive Halle &Vergnaud’s insight that the subject always bears secondary stress. Cinque claimed that the subject and the VP constitute two separate cycles, the VP-being the major path, while the subject is the minor path, by assumption. He also assumed that when the two cycles meet the main stress in the minor path becomes secondary and the main stress of the major path will become the main stress of the whole. In the present formulation, the root node immediately dominates two sub-trees: one with a Weak label and one with a Strong label. The former corresponds to Cinque’s minor path while the latter is the major path. The fact that the two paths come together and thus secondary and primary stresses are determined is a property of the system, which identifies one Srong and one weak node at every level of embedding. It does not have to be stated separately that one of the paths is superior to the other.

2. How Focus is coded
2.1. Main stress and focus -The basic view
The analysis of sentence stress outlined so far is independent of any discourse considerations: it is impossible to utter a sentence with no prominent stress, so the PF rule we examined -(5) - determines where this stress will fall. The main stress of the sentence, which is assigned by this rule, is just a particular instance of stress assignment, which is needed independently (e.g. for units smaller than a sentence). However, sentence accent interfaces with the theory of discourse, via the notion of focus. Focus, which is roughly viewed as the most informative part of an utterance, is usually identified by prominent stress. The gist of Cinque's proposal is that the set of possible (neutral) foci in a sentence is determined by its main stress, i.e. by the same rule of phrasal stress. I return directly to how precisely this works. On this issue of the relations between main sentence-stress and focus, there exist two conflicting positions: the one that Cinque returns to is that possible focus selections are restricted by an independent PF stress rule, and the other is that there is no such thing as a (neutral) PF stress, and the main stress of the sentence is determined solely by its relations to discourse, i.e. by focus. Cinque surveys common counter-arguments to the position he defends and concludes that discourse considerations may at times interfere with the results of the phrase-stress rule, assigning a different stress-prominence. But he assumes that the two types of prominence can be distinguished. For him, the relevant distinction is that between sentence grammar and discourse grammar. The latter can change the output of the computational system: if in a given context, it is appropriate to use as a focus a constituent which was not assigned the main stress by 'sentence grammar', 'discourse grammar' assigns an additional stress to this constituent, or destresses the original prominent stress.


Zubizarreta (1994) develops this line, and argues that the relevant distinction is that between a neutral focus and a marked one. Neutral focus intonation is often characterized as that intonation under which a sentence could  be uttered 'out of the blue', namely, the whole sentence is asserted (as "new") and none of its constituents need to be pre-assumed in the context (no "presupposition"). Zubizarreta argues, then, that what Cinque's stress rule determines is the neutral focus intonation of a sentence. When a sentence with this intonation is uttered 'out of the blue', the full sentence can be viewed as the focus phrase
. But the central point of Cinque's and Zubizarreta's analysis is that, under the same neutral-focus intonation, a sentence can be used also with only one of its constituents as the focus (and the rest pre-assumed). Crucially, the full set of the possible (neutral) focus constituents of the sentence is determined by the same rule of phrasal stress. Cinque's generalization is given in (16).

(16)
The focus of IP is a(ny) constituent containing the main stress of IP, as determined by the stress-rule. (This is Cinque's 'sentence grammar' focus, and Zubizarreta's 'neutral focus'.)

As Cinque notes, his analysis goes back, in its essence, to the view of focus in Chomsky (1971). A way to check the prediction that any of the constituents dominating the main (neutral) stress can serve as focus, is checking the set of possible substitutions. E.g. in the context of a yes/no question in (17), modelled after Chomsky's example, the different answers correspond to different selections of focus in the question. The focus in each answer, which is the underlined F-bracketed constituent, substitutes one of the possible foci in the question, namely one of the constituents dominating the main stress of the question.

(17)
Are you [looking for [a passenger with [a red [shirt]]]]?

a.

No, I am looking for a passenger with a red tie
b.

No, I am looking for a passenger with [F a coat]
c.

No, I am looking for [F a member of the crew]
d.

No, I am [F just wandering around]
2.2. PF coding: The focus set

Let us examine further the question that underlies this line of analysis. At the interface, sentences must be fit to context and purpose of use. One of the means relating sentences to discourse is focus. The computational system should, therefore, provide us with sufficient means to identify the focus constituent, so the question is how it does that, namely where and how the focus information is coded (signaled). Since 1976, the prevailing answer has been that it is coded at LF, namely at the covert structure. This has been obtained either by covert movement (QR) of the focus constituent, or by attaching a focus feature to nodes in the syntactic derivation, or, most commonly, by both: attaching a focus feature to a constituent, to license its movement (which, interestingly, is viewed by some as more minimal than doing just one of these two). 

It is, technically, possible to combine Cinque's distinction between neutral and marked stress with the assumption that the focus is coded covertly at LF. This is the implementation chosen by Zubizarreta, who states the focus rule (16) as a restriction on nodes marked +F(ocus). However, as argued in Reinhart (1995), (1998), this is clearly not a conceptual necessity. A more minimal and realistic assumption is that the focus constituent is coded at PF, as essentially assumed in Chomsky (1971). Since main stress is a requirement of the computational system (-a derivation cannot be pronounced without main stress) an optimal language system would make use of this visible property of derivations to code information needed at the interface. 

Szendroi (2001) points out several theoretical and technical problems with prevailing feature-based approaches to the coding of the focus constituents. One of her arguments is based on the notion of inclusiveness. As Chomsky (1995: 228) formulates this notion, "a 'perfect language' should meet the condition of inclusiveness: any structure formed by the computation […] is constituted of elements already present in the lexical items selected for N [the numeration]; no new objects are added in the course of the computation apart from rearrangements of lexical properties […]. Let us assume that this condition holds (virtually) of the computation from N to LF (N )". Szendroi argues that at least in the present formulations of the feature-based approach, [+F] violates the Inclusiveness condition, as there is no sense in which bearing [+F] is a lexical property of an item. Thus, [+F] is nothing more then a diacritic introduced into the computation to account for something that does not directly relate to the lexical item bearing [+F] (see Zubizarreta 1998 for the same claim). Suppose even that it can be somehow argued that the [+F] feature is associated with a lexical item in the numeration to satisfy some discourse need. Still, the fact of the matter is that the feature must be inserted on the lexical node that will bear main stress. But the semantic (discourse) import of this feature is not necessarily associated with the lexical node it is attached to, because the actual focus can be a wider projection. Either way we look at it, it is not a property of the lexical item that is coded with this feature, but rather its position in the prosodic structure. 

The broader conceptual problem  with approaching focus identification with assignment of features is that focus, unlike main stress,  is not a property of a constituent or a node. By definition,  focus is a relation between an expression and a sentence (See, e.g. its semantics in Rooth (1985, 1992). But all approaches to the semantics of focus, since at least Jackendoff (1972) have that same property.) The focus can, thus, be defined only at the level of the sentence. An assignment of a focus feature is a technical trick that can, perhaps, be made to work, but it codes information that cannot, in principle, be present in the numeration. This is different, e.g. than the case of the Q(uantifier) feature, that was proposed to mark DPs that may undergo QR.  In that case, the properties that define the DP as [+Q] are internal to that DP (say, its determiner). It is at least arguable that its quantificational nature is traceable to the lexical entry and is, thus, information available to the syntactic derivation (present at the numeration).  Hence there was no conceptual problem in assuming such feature, and my arguments evolved around the question whether this is necessary and whether it can do the needed empirical work. 

Even if we ignore the conceptual problem, and assuming that all technical problems with feature-based approaches to focus that are pointed out by Szendroi (2001) and by Neeleman & Szendroi (2002) can be solved, the fact that none of this is needed is a sufficient argument against it.  As mentioned in the discussion of QR in chapter 2, coding information at the overt structure is, in any case, a more efficient mode of communication than coding it covertly in the inaudible and invisible sphere. A language system that encodes focus overtly, then, is more optimal for interface needs. 

Some of the reason that this simpler line seemed untenable in linguistic theory was conceptual. A leading assumption regarding the architecture of language has been the T model (LF and PF being the two top branches of the T). On this view, the interface of the CS with the inference and context systems must be only via the LF branch, and information of the phonological spell out is not accessible, i.e. the  PF coding is not legible to the semantic (inference) system. So the two branches must be completely separate and independent. This, however, is  not a conceptual necessity. 

From the perspective of enabling communication, the picture is almost the opposite.   A system perfect for communication would be one in which precisely the same syntactic tree which is needed to enable the semantic interface would also be the one which is spelled out phonetically.  This would mean that the syntactic tree can be read directly and efficiently from the phonological input. (E.g phonological boundaries correspond exactly to phrase boundaries, and intonational contours reflect hierarchy relations of the tree). PF, in this case is nothing but the physical coding of an abstract syntactic tree.  Turning to the view of the semantic interface in this perfect communication system, PF is legible to the inference systems, in the sense that all information regarding the syntactic tree, which is needed for constructing semantic representations (propositions), is obtained through the PF coding. In other words, PF is  also LF . 

That the human language may be such a perfect system was proposed, in effect, by Cinque, who argued, as we  saw, that main stress is determined directly on the syntactic tree.  However, there seems to be ample evidence from phonology that the human language is not that perfect. There are independent phonological requirements that can only be satisfied assuming a distinct derivational phonological tree.  From the syntactic perspective, it  has been widely assumed that there are clear instances of covert processes which cannot be reflected at the PF. So the phonological and the syntactic  derivations cannot be isomorphic.

Nevertheless, there are various imaginable degrees of imperfection. We could imagine a system of the type proposed in Jackendoff (19-architecture) where the PF coding is done on representations completely unrelated to the syntactic representations, and their association requires a whole set of linking rules that associate nodes in one derivation with nodes in the other. This is the least user-friendly system. Each sentence requires processing two independent derivations, and computing their links. The efficiency of such system depends dramatically on the efficiency of the linking rules, and the more such rules are needed, the more room this leaves for errors of computation. But the most common approach to the derivation of the phonological tree is that it is constructed by applying certain well-defined and restricted operations on the syntactic tree.  Thus, the phonological phrase is defined based on the syntactic phrase, but taking into account edges which are not imposed by the syntactic tree. (E.g. Selkirk (1986); Nespor & Vogel (1986).)   
On this later view, much of the information of the syntactic tree is still recoverable from the phonological tree, as in the perfect system we examined above. But the representations are not fully isomorphic. In some cases, the hearer, in communication, or the inference systems at the interface, still have to reconstruct some operations back from the PF representation in order to extract the relevant syntactic information.  This, then, is still some  imperfect variant of a system in which LF information is fully recoverable from PF.  We might as well hope that human language falls indeed within the boundaries of this type of a model, and attempt to define the information needed for the semantic interface in such a way that it is recoverable from PF.

Neeleman and Weerman (1999), followed by Neeleman and Reinhart (1998),  argue that possibly the strict adherence to the T model hindered also understanding of syntactic processes. They argue, e.g. that case checking can take place across languages either in the government domain of the syntactic tree, or in the  phonological phrase, which is not always identical.  If the phonological tree is built incrementally, which is entailed by the minimalist view, particularly Chomsky (2001), there is no reason why the phonological phrase should not be an available domain for checking, and the choice of domain can be parametrized.

Nevertheless, my argument here, that focus is coded at the PF is not dependent upon the option I have just outlined that LF is recoverable from PF.  Maintaining the T model, we may still assume that the inputs to the inference (semantics) system are <LF, PF> pairs, so it is only in restricted cases, like focus identification, that the relevant information is coded at PF. 

What is needed on the view that focus  is coded at PF,  is a rule or definition that tells Inference and Context how to identify the focus unit, based on intonation. The generalization in (16) provides the basics.  In implementing this view of overt coding,
I pursue a line suggested in Reinhart (1981), for the analysis of topics. On that analysis, rather then associating derivations with a single topic, each derivation is associated with a set of possible pragmatic assertions (PPA-set). The set is defined for each derivation within the syntax, but discourse procedures select a member of this set, which is  appropriate to the given context. Extending this view to foci, each derivation is associated not with an actual focus, but with a set of possible foci, namely, a set of constituents that can serve as the focus of the derivation in a given context. This set is determined by the computational system at the stage where both the syntactic tree and stress are visible, namely, the focus selection applies either to a configurational PF structure, or to a pair <PF,LF>, of sound and configurational structure.
 The focus generalization (16) can, then, be stated as the definition of the focus set associated with each derivation, as in (18).  If stress falls on the object, either in English SVO structures, or in Dutch SOV structures, the focus set defined by (18) is the one in (19c).

(18)
Focus set:
The focus set of a derivation D comprises all and only subtrees (constituents) which contain the main stress of D.

(19)
a)
[IP Subject [VP V Object]]


b)
[IP Subject [VP Object V]]


c)
Focus set: {IP, VP, Object}

This means that in actual use, any of the members of the set in (19c) can serve as focus. At the interface, one member of the focus set is selected, as the actual focus of the sentence. For illustration, let us look at a concrete example (of a familiar type). (20a), which is generated with stress on the object, can be used as an answer in any of the contexts in (20b-d), with the F-bracketed constituent as focus. 

(20)
a)
My neighbor is building a desk

b)
Speaker A:
What's this noise? 



Speaker B:
[F My neighbor is building a desk]

c)
Speaker A:
What's your neighbor doing these days?



Speaker B:
My neighbor [F is building a desk]

d)
Speaker A:
What's your neighbor building?



Speaker B:
My neighbor is building [F a desk]
At this stage, it is up to the discourse conditions, rather than syntax, to determine whether a derivation with a particular stress is appropriate in a given context. 

A language system that codes its foci successfully in this way may be viewed as perfect: The stress rule that is needed independently is sufficient to code the foci needed for the interface. Thus, the bare minimum needed for the computational system is fully sufficient for the interface.  Natural language, alas, is not that perfect. There are more context needs than can be satisfied by this simple system.

A derivation is inappropriate in context, if no member of its focus set can be used as an actual focus in that context. (20a), for example, cannot be used as answer in either of the contexts of (21). (# indicates, throughout, inappropriateness to context.)

(21)
a.
Speaker A:
Has your neighbor bought a desk already?



Speaker B:
#No, my neighbor is [F building] a desk.

b.
Speaker A:
Who is building a desk?



Speaker B:
#[F My neighbor] is building a desk.
This is so because in the contexts of (21), the F-bracketed constituents should be the foci, but these constituents are not in the focus set generated by (18) for a sentence in which the object bears stress (cf. 19). 

We have encountered, then, an imperfection of the computational system - It is not fully sufficient for interface needs. Hence, some repair mechanism is needed to adjust the derivation to a context like (21). Assuming, as we have been, that focus is always coded at PF, by main stress, the repair mechanism must be an operation shifting the main stress. Let us first state this operation schematically as (22), and we will turn to more precise details in the next section.  

(22)

Relocate the main stress.

In the context of (21a), repeated in (23a), (22) shifts the main stress to the verb, yielding (23aB). As a result, the verb is in the focus set defined by (18), and the derivation is appropriate in this context. In (23b), main stress shifts to the subject.

(23)

a.
Speaker A:
Has your neighbor bought a desk already?




Speaker B:
No, my neighbor is [F building] a desk.



b.
Speaker A:
Who is building a desk?




Speaker B:
[F My neighbor] is building a desk.

The output of (22) is what is called marked stress. Although they sound perfectly natural in their context, the foci in (23) are marked, since they are obtained by a superfluous operation that undoes the results of the nuclear stress rule.  As we shall see, applying (22) is not just superfluous, as far as the needs of the computational system are concerned, but it is a costly operation that requires reopening completed segments of the derivation, or undoing previous steps.  This is what defines it as an illicit operation.  The logic of the system as outlined in previous chapters is that applying this illicit operation requires consulting a reference set to verify that there is no other choice but applying it.  But before we examine the reference set computation involved here, we need to get clearer on the nature of stress shift.

3. Stress Operations.

3.1. Focus and Anaphora

Note, first, that there are, in fact, two reasons why speaker B's response in  (21b), repeated, is inappropriate.

(21)
b.
Speaker A:
Who is building a desk?



Speaker B:
#[F My neighbor] is building a desk.
(23)
 b.
Speaker B:
[F My neighbor] is building a desk.

The one that we observed is that in this context, the subject my neighbor should be the focus, but this constituent is not in the focus set of the derivation with this stress. The other problem is that the object a desk is inappropriately stressed. The object does not carry new information in this context, having been just mentioned in the previous sentence.  But the stress it carries suggests that it does. Both problems appear to be solved with the shift of the main stress in (23b), repeated.  But as we shall see directly, this is a byproduct of the specific example, and in most cases it appears that two distinct operations are involved in fact in determining the stress pattern.

Cinque (1993) argued briefly that stress shift involves, in fact, two distinct operations. One is the destressing of a stressed element; the other is the strengthening of an element that does not bear the main stress. In Reinhart (1995) I attempted to reduce these operations to just one, arguing that "Ideally, rather than assuming two distinct operations, we should be able to show that the availability of both results is entailed by the same focus-computation system" (p. 75, section 4.5 of part III). But the analysis required certain complications of the definition of the focus set, and, nevertheless, some serious empirical problems remained unsolved. The conclusion I drew (since Reinhart, 1998) from this failed exercise in unification is that there are two distinct processes responsible for stress effects, as argued in  Selkirk (1984), (1996), and correspondingly, two distinct stress operations. One is anaphoric destressing, and the other is stress shift which applies when it is needed to add a member to the focus set. 

Williams (1997) and Schwarzschild (1999) drew a different conclusion from the failure to capture the full stress pattern in discourse by just stress-shift for focus. Still attempting a unified account, they argue that the only relevant factor is, in fact, anaphoricity.  They develop an optimality-based account, which derives the various stress and focus options by selection of the optimal candidate, based on the basic concept of anaphoricity (Williams) or givennesss (Schwarzschild).  As far as I can judge, in their empirical coverage they are essentially identical, but they differ in implementation. 

Schwarzschild presents the problem by looking at the widely believed generalization in (24), where prominence means stress-prominence.

(24)
a. Lack of prominence indicates givenness.

b. Prominence indicates novelty. 
He points out that the assumptions in (24) cannot be both true in view of examples like (25).

(25)
a. Question:
Who did John's mother vote for?

b. Answer:
She voted for him.

In (25b) him, referring to John, has prosodic prominence or stress.  Still, John has been just mentioned in the previous discourse, so the pronoun represents given information. Schwarzschild argues that while (24a) captures an observationally correct generalization, (24b) cannot be defined in a way consistent with the facts. He concludes, therefore, that while the association of lack of stress-prominence  with givenness is a real discourse phenomenon, the association of stress prominence with novelty is unfounded, and more broadly, that the concept of novelty does not in fact play any independent role in discourse.  I agree with the second conclusion. The term novelty (or new information) has been used in linguistic theory under a broad variety of definitions or descriptions, which in fact, do not have much to do with each other.  For instance, Schwarzschild cites Halliday (1967) as giving the following three descriptions to 'new':  a. "textually and situationally non-derivable information"; b. "contrary to some predicted or stated alternative";  c."replacing the WH-element in a presupposed question".

However, the concept of novelty is not under consideration here.  Our basic assumption is that sentence main-stress is associated with focus.  And focus, indeed, cannot be defined by novelty. Rather, as mentioned, I assume the general lines of the analysis of focus in Rooth  (1985, 1992). On this account, the focus is always computed against a set of alternatives (leaving aside here questions of the interpretation of the IP focus). Adding information to an ongoing discourse means excluding options, or narrowing the set of compatible propositions.  The focus can be viewed as marking what is excluded. Of the three definitions cited from Halliday, then, this is closest to definition b., and the uses of focus in question contexts, as in Halliday's c., is just a specific instance of the same definitions. Halliday's a. plays no role in defining the focus. 
Returning to Schwarzschild's example (25), there is no conceptual problem in viewing John as both the focus and as anaphoric, or given, if we assume that these are just independent notions (and abandon the assumption (24b), as I just argued we should). I return to how stress is derived in this case in the next sub-section. However, Schwarzschild proceeds to argue (like Williams) that since givenness is a concept that is clearly needed in discourse, it should be taken as the basic one, and it should suffice to derive all the phenomena associated with identifying the focus. He offers an optimality system and a set of definitions which are able, indeed, to do that, as far as I can judge, at least for languages like English. Unlike the view presented here, there is no distinction between neutral and shifted stress, and the execution requires reference-set computation in both cases, as also in Williams (1997). In the present system, this is required only with stress-shift, as we shall see in section 4. From the perspective of optimal design, extending this costly computation to all derivations seems too big a price to pay for unification.  In chapter 5, we will see that children are unable to process stress-shift in comprehension, and I argue that this is the case because they are unable to execute the required reference-set computation.  If the same computation is involved in all instances of stress, it is not easy to see how children manage to comprehend anything at all, given that stress is present at each derivation.

Independently of the specific optimality implementation of Williams and Schwarzschild, I believe the distinction between (non-) anaphoricity and focus is real, and cannot be replaced. This is visible if we consider the interaction of these two notions with stress.  As we shall see, destressing obtained by stress-shift and destressing obtained by anaphoric destressing do not have the same prosodic properties.

Cinque does not elaborate on the way the two operations differ. But Neeleman and Reinhart (1998) argue that they do not only have different prosodic properties, but also completely independent discourse functions. Stress strengthening is an operation on the focus set, employed to derive foci not in the set, while destressing is an anaphoric process, independent of the focus set.  In the specific case of (23b)  ([F My neighbor] is building a desk), it is indeed the case that only one stress operation applied, as argued in Reinhart (1995):  Although the object a desk does not carry new information, it is also not anaphoric.  Generally, indefinite NPs are not anaphoric elements referring to entities already in the context set, and they are normally not anaphorically destressed.
  Hence, only strengthening took place, and the destressing of the object just reflects the fact that it no longer carries the main stress.  But there are many contexts where the two operations can be clearly distinguished. Let us survey Neeleman and Reinhart' (N&R)'s analysis.

Anaphoric destressing applies when a DP (or another constituent) denotes an entity already in the context set, that is, an entity previously mentioned in the discourse or available in the situation (I will elaborate on this notion below). A denotation of this type is often found with definite DPs, as can be observed in (26), but it is most noticeable with pronouns. Whether a definite DP is anaphoric depends on previous context. Hence, without such context, judgments are not always clear. But pronouns are mainly used anaphorically and hence they are almost obligatorily destressed. If the object is destressed, the stress of the verb becomes the prominent stress in VP, as illustrated in (27). 
(26)

Speaker A:
That man over there is a famous writer


Speaker B:
I was just thinking that I know that face
(27)

a.
#Max saw her/it


b. 
Max saw her/it
The other stress operation assigns an extra stress to the verb (or any other element selected as focus), without destressing the object (or whatever other element bears neutral stress). The result is that the object carries less stress than the verb, but that some secondary stress is still present on it, unless the object is independently destressed for reasons of anaphora. It is only this operation which I will refer to here as main-stress shift. 

Typically, stress shift applies when it is needed to create a focus not already in the focus set. In (28a), for example, the verb seeing is by itself not a possible focus with neutral stress. Strengthening its stress enables it to serve as the only focus.  
(28)
a.
Max can only afford seeing cars

b.
Max can afford seeing her
(29)
a.
Only Max can afford buying cars

b.
Only Max can afford seeing her 
When main stress shift applies to the verb, as in (28), there is no actual intonational difference between the effects of destressing and main-stress shift. In both one hears a stronger stress on the verb than the nuclear stress rule would assign to it. Thus, in (28b) a destressing operation has applied to her, independently of any focus requirement. But there is no difference between the resulting prosodic pattern and the pattern in (28a). As we shall see in the next subsection, this follows independently from the mechanism of stress assignment, under Szendroi's implementation.  An intonational  difference is easily observed, however, when main-stress shift applies further away from the object, as in (29a), where the subject is strengthened. Here the secondary stress that remains on the object is audible. In contrast, the pronoun in (29b), which is independently destressed, does not carry any stress at all.
 (29b), then, is an in instance of the common situation where both stress reduction and main-stress shift apply in the same sentence. In principle, however, the two procedures are independent, and it is possible for only one of them to apply to a given derivation.
In (29) and hereafter, secondary stress is marked with italics. But the presentation here is only informal.  I return to the details of how secondary stress is determined in the next subsection. An example from Dutch with the same effect of preservation of the original stress when main-stress shift applies is given in (30).
(30)

Zelfs die milieu-fanaat heeft nu een auto gekocht


even that environment-fanatic has now bought a car
A systematic explication of the effects of (what I called here) main-stress shift on the focus structure of a sentence is provided by Williams (1997). Williams argues (basing himself on a detailed analysis of more elaborate examples) that main-stress shift creates a new focus, but does not eliminate the previous focus structure. When this operation takes place, the `presupposition' part of the sentence typically contains a focus and presupposition itself. That is to say, there is a subordinate focus. Thus, the fact that main-stress shift does not eliminate the original stress, as N&R argue, finds a direct correlation in the focus interpretation of the derivation.

A special instance of main-stress shift can be observed in (31). 
(31)

a.
I think I have to eat something


b.
Ik denk dat ik iets moet eten



I think that I something must eat
The object here is certainly not anaphoric. But since it is devoid of any specific content, it is an unlikely focus by itself. Though I am not aware of an analysis of such examples in the literature on focus
, these cases seem to be related to the contrast Bolinger (1972) found between the sentences in (32) (quoted by Zubizarreta and Cinque). In (32a), the candidate for neutral stress does not merit a focused status because it is semantically uninformative. In such cases no subsidiary focus structure is derived, although stress is obtained by the same stress-shift operation.
(32)

a.
I have a point to make


b.
I have a point to emphasize
The standard view relates all stress operations to just focus structure. More generally, most attention in studies of stress centered around the relation between stress and focus. A notable exception is Selkirk (1984) who argues that there must be some independent procedure of anaphoric destressing, a position she further developed in Selkirk (1996).
  N&R argue that the lack of a systematic distinction between the two has led to many problems in the theory of both sentence stress and focus, and I will return to some of these problems directly. Underlying the need of a distinction is the fact that stress patterns provide many more interface clues than just focus structure. The task of anaphora resolution, relevant to even the simplest discourse, involves a complex procedure of associating expressions with their potential antecedents, which, at times, may all be of the same number and gender. Without some means of signalling anaphoric relations, this task would seem impossible to compute. One of these means is signalling by stress.
That accent patterns indeed have a crucial role in discourse anaphora, independently of focus, has been confirmed in several experimental studies of Nooteboom et al. (see, for example, Nooteboom & Kruyt 1987 and Terken & Nooteboom 1988). They found that subjects tended uniformly to associate deaccented DPs with discourse entities. Comprehension time was substantially longer when DPs representing discourse entities were not destressed. The converse also holds: comprehension is slower when a destressed DP refers to an entity first mentioned. In practice, speakers operate by the assumption that a DP is destressed if and only if it is discourse-given.

Naturally, work in this area must focus on the question when an entity counts as anaphoric,  or discourse-given, and, thus, is subject to the destressing rule. In fact, anaphoricity, or previous mention, are not a sufficient condition for this type of destressing A DP referring to an entry which has not been active for a while, or has been mentioned too far back, is not normally destressed. Rather, destressing is governed by the accessibility of the antecedent, as defined in Ariel's (1990) analysis of anaphora resolution. This definition also takes `topics' into account (a DP is highly accessible if it is either the topic, or has been mentioned very recently.) Furthermore, following Pesetsky's (1987) view of D-linking, the accessible entity need not be an antecedent in sense of strict identity. Thus, a DP may be D-linked also if only its common noun set is already in the context set.  Nevertheless I should stress that the clearest instances of destressing are pronouns and anaphoric definite descriptions. In the other cases it is not always obvious whether the D-linked DP has been destressed, or its reduced stress is just an outcome of applying main-stress shift to another constituent in the derivation. 

With this assumed, N&R state a first approximation of the generalization governing the operation of destressing, given in (33).
(33)
A DP is destressed if and only if it is D-linked to an accessible discourse entity.
Note that this is an if-and-only-if condition. If a DP is appropriately D-linked, it must be destressed, and if it is not D-linked it cannot be fully destressed, regardless of the focus structure of the sentence. Though the anaphoric status of expressions may have an effect on their focus structure, the crucial point is that something along the lines of (33) must be operative independently of focus, as should be clear from the data discussed in this section. Note that (33) is not an output condition on derivations, but rather it determines when the operation of destressing must apply.  As we shall see in the next sub-section, there are instances where stress-shift can undo the results of destressing. 
3.2. The operations: Destressing and main-stress shift.

Having examined the contextual (discourse) motivation for the two stress operations, let us now turn to the way they actually apply.  To get an intuitive grasp of how they work, let us first look at the first approximations in (34)-(35), which  use the notation of Cinque's stress system (but are not a precise formulation that would be required in that system). 

(34)

Main-stress shift: Add two stars.

(35)

Anaphoric destressing:  Remove a star  (prior to the NSR).

Main-stress shift takes a given output of main stress assignment and, while keeping this assignment adds stress to another word. (The formulation of the rule in (34), as adding exactly two stars, is for ease of illustration only, and is  not a precise formulation of the rule in a Cinque-type star notation. I return directly to a more explicit formulation.)  In the example of (36), the result is that main stress is on my neighbor, but the original stress on desk remains as a secondary stress.  








*





       *


*   

      *
 

36)
My neighbor is building a desk ==> My neighbor is building a desk
Destressing, as we saw, is an operation independent of focus, and of the main stress of the derivation.  It applies locally, to any anaphoric constituent, independently of the general main-stress rule (NSR). If we restrict attention first to single anaphoric elements, this can be captured by assuming that it applies at the word level, prior to the NSR. Thus, the relevant D-linked or anaphoric expressions do not carry an intonational star when the NSR applies, as in (37a). 


                   
        *     *




37)
a)
Destress:  Max [saw her]





      *


b)
 NSR: ==> Max [saw her]

The NSR, then, just operates in the standard way, turning the most embedded star into the main stress. Since in (37a) the lowest star is on the verb, it is the verb that will carry main stress, as in (37b).

Let us follow the derivation of stress in (29), repeated in (38). (Recall that main stress  is marked with bolds and secondary stress with italics.)

38)

a.
Only Max can afford buying cars


b.
Only Max can afford seeing her 
39)






*

 



*

*

  
    *

Only Max can afford buying cars ==> Only Max can afford buying cars  (Stress shift)





  *     *
       *
 *
*
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a)Destressing: 
Only Max can afford seeing her




















*


b) NSR:            
Only Max can afford seeing her






*











*

*


c) Stress Shift:   
Only Max can afford seeing her

In (38a), no anaphoric destressing takes place. (The focus-shift to seeing is motivated by the scope of only.) Stress shift applies, as in (39), and the object cars still carries secondary stress.   (38b) is a more complex case where both destressing and stress shift applies.  The pronoun is destressed prior to the NSR, as in (40a). The NSR, then, assigns main stress to the most embedded element with stress, namely the verb, as in (40b). Finally, as in this specific example the we wanted the focus (for only) to be the subject, and the subject is not in the focus set, stress shift must apply to yield (40c), where the secondary stress still remains on the verb, where main stress originally fell.  The two sentences in (38) end up, thus, with very different intonations, and I argued above that in this case, the difference is audible.

Destressing can apply to larger units than a word. Typically, when it applies to a whole VP, the destressed VP can also not be pronounced at all, giving rise to VP ellipsis. This is illustrated in (41). Since the VP in the second conjunct is anaphoric, it is destressed. Main stress then is assigned on the only possible candidate, namely the subject, as in (41b). The VP could either be pronounced as in (41b), or mispronounced ("deleted at PF"), as in (41c).

41)





        *       *             *                       *

a)
Destressing: First Max [touched Felixi] and then Lucie [touched himi]


                      

*

        *


b)
NSR:
First Max [touched Felixi
] and then Lucie [touched himi]
c)
PF deletion: First Max [touched Felixi ] and then Lucie did [e]
Let us now return to the problem posed by Schwarzschild (1999) in (25), repeated in (42).

42)
a. Question:
Who did John's mother vote for?

b. Answer:
She voted for him.

In this case, the pronoun is both anaphoric, and a focus.  In our terms, (42b) appears to violate the destressing generalization (33), which entails that destressing must apply to this pronoun, prior to, or independently of the NSR.  But it is easy to see how this apparent contradiction can be reconciled.  The derivation of (42b) starts in the same way as (37)


                

     *




43)
a)
Destress:  She [voted for him]





      *


b)
 NSR: ==> She [voted for him]

44)
Focus set of (43b): {voted, voted for him, she voted for him}





       *




       *
       *

45)
Stress shift:  she voted for him

Since the pronouns in (43) are destressed, prior to the NSR, main stress projects from voted, the only word bearing stress in this derivation. The resulting focus set is (44). However, at the given context, him is the required focus, and it is not in this focus set.  Hence, to meet the context, stress-shift must apply, as in (45).  Thus, although it may appear that the stress on him in (42b) is derived by the NSR, in fact, it is derived by stress shift.  

In the same way, stress shift can apply  to the derivation in (41), as in (46).

46)











        *


  *
*
        *

Stress shift: 
          First Maxi [touched Felix] and then Lucie [touched himi]
The output in (46) is a switch - reference structure.  The pronoun cannot pick up the same antecedent as it would in the destressed (41). I return to such structures in section 2 of chapter 5, where we will follow the way the switch-reference interpretation is derived.  We will also see there that such derivations have indeed the traits of stress shift in acquisition - children cannot process them.  Pronoun foci obtained by stress-shift are often described as contrastive, but for all our purposes, they are just standard applications of the stress-shift operation.

The star notation was used here only for illustration. We cannot expect this informal mechanism to actually determine the intonational pattern of the derivation, particularly when the more complex main-stress shift operation is concerned. E.g. as mentioned in section 3.1, the question whether the word which carried main stress prior to main-stress shift will carry the derivation's secondary stress (after main-stress shift) is dependent also on other stress factors. Capturing the precise intonational pattern requires, then, a full fledged stress analysis. Szendroi (2001) offers a formulation of the operations of the present system in the tree based metrical framework. I will only review it here briefly. For the main-stress shift operation (which creates a new focus), it is necessary to ensure that a constituent receives main stress. In the tree based framework, this means that it has to bear an S label and it can be only dominated by nodes with S labels. This can be achieved by an application of Szendroi's rule in (47). Recall (from section 1.2) that  the Obligatory Contour Principle (OCP) disallows the occurrence of two adjacent S-nodes.
  Hence, if (47) applies, the sister of the targeted node has to be changed as well and becomes Weak. 

47)
 Main-stress shift (metrical tree version)

Assign S to a node α and every node dominating α..

(48) and (49) illustrate the application of this rule to the example we have followed here. The standard main stress derivation in (a) is inappropriate to the context, since the required focus is not in the focus set. Applying (47) adjusts the derivation to the context, resulting in the (b) answer. The locus of the application of (47) is indicated by circles in the diagrams. The operation required first switching the value of the circled node from W to S, and then adjusting its sister node from S to W.  

48
-Has your neighbor bought a desk already?


a)
#-My neighbor is [F building] a desk.


IPS


DPW
I’S
DW
NPS
IW
VPS
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DPW

DW
NPS
b)
My neighbor 
is 
[F building] 
a 
desk.

49
-Who is building a desk?


a)
#[F My neighbor] is building a desk.
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b)[F My neighbor]
    is

building
     a
desk.

After (47), the bolded word in each derivation carries the main stress, because it is dominated by S-labeled nodes all the way up.  In these specific examples, the dominating nodes are independently S-labeled, by the standard requirement on W-S order, so no iterative application of (47) is traceable.  But we will turn directly to instances where this is not the case. 

We can observe now that desk ends up with a different stress in the two derivations. Given Szendroi's definition of secondary stress in (13), repeated, desk bears secondary stress in (49), but not in (48), where the secondary stress is on neighbor.  

(13) Secondary stress falls on the terminal node whose path to the root node contains only S nodes, except for exactly one W label on the node immediately dominated by the root node. (i.e. RootS X1W  X2S ...  XiS  ...  bS)
The upshot is that when main stress shifts from the object to the verb, the intonational pattern is not different from that obtained with destressing of the object.  But when it shifts to the subject, the pattern is different, as illustrated in (29), repeated as (50).  

50)

a.
Only Max can afford buying cars


b.
Only Max can afford seeing her 
In (50a), cars, where the main stress would fall originally, is defined as the secondary stress. In (50b), the original main stress would fall on seeing (because the object is anaphorically destressed). This original stress remains the secondary stress of the derivation.

Regarding destressing, note first that in the tree-based implementation, there is no specific rule like the NSR.  Rather, the NSR effects are obtained incrementally by applying the W-S rule to each pair of nodes. Hence, there is no need (or sense) of stating that destressing applies before the NSR.  But the difference between main-stress shift and destressing is that the later is strictly local, and independent of other elements in the derivation. It is stated in  (51)

51)  Destressing: Assign W to an anaphoric node.

The standard stress rule for English determines a W-S order for each pair of nodes. However, if at a given stage an anaphoric word, or anaphoric constituent is encountered, (51) requires it is assigned W.  Unlike the main-stress shift operation, this process is strictly local, and it has no effect on the nodes dominating its locus. Let us look at the derivations in (52)-(53), where (53) repeats (41).
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52
Lucie
touched

him
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53
First Max touched Felixi  and then 
Lucie       [touched 

himi]
In (52), the anaphoric pronoun must be W.  Since its sister -the verb- is not, it is assigned an S.  At the next node up, the derivation can proceed by the standard W-S requirement, so S is assigned to the rightmost VP node. The outcome is that main stress falls on the verb, which is dominated by only S nodes.  In 53, both the verb and the pronoun have been mentioned in the immediate context. So both are anaphoric and assigned W at the terminal level.
 The next node up - the VP - dominates only anaphoric material, (namely, the whole node is anaphoric), hence (51) applies again. Thus the whole VP ends up destressed, and the main stress falls on the subject, with no stress shift.   

We may note in conclusion that there is a substantial difference between destressing  and the main-stress shift operation. Destressing is a purely local calculation. At any given point in the incremental application of W-S assignment, whether a node is anaphoric or not is given from the context. This determines whether it gets stress according to the default W-S order specified for the language, or it must be assigned the anaphoric W value, regardless of the default order. At each stage what we consider is only whether the node we are a assigning a value to is anaphoric or not, and the local decision has no further effect on the assigning a value to nodes dominating it. 

But main-stress shift is a global operation. Note, to begin with that main stress is a global stress relation. It is defined not by the stress on an individual node, but by the full path in the relevant subtree.  Main-stress shift is an operation designed to alter the global default stress of the derivation. So once a node was selected as the future main-stress, all nodes above it have to be adjusted accordingly.  In the examples we examined so far, this adjustment was not visible, because the default order happened to assign S to the dominating nodes.  But in other instances, like (54b), the value assigned to some dominating nodes must be adjusted as well. Here the specifier of the subject DP is focused, thus it receives an S label by (47). However, the subject itself would be Weak unless (47) applied to it. Thus, the only way to ensure that main stress falls on the specifier of the subject is by applying (47) twice, first to the specifier and then to the subject itself.

(54)

a)
Whose neighbor is building a desk?
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b)[F John’s neighbor]
    is
building
     a
desk.

It does not much matter if main-stress shift applies iteratively in a given derivation. The crucial consideration that makes this operation global is the need to keep track of the history of a given node, and reapply S checking at each of the dominating nodes. 

A further difference between destressing and main-stress shift is where they apply. Anaphoric destressing applies incrementally during the phonological derivation. This is possible, because the information regarding whether an element is (discourse) anaphoric is available locally. (For each item it is known locally whether it is already in the context-set or not).  But main-stress shift is needed to create a focus not in the focus set, and as noted (in section 2.2), being a focus is not an inherent property of a constituent, but rather a relation between this constituent and the whole sentence that contains it.  Hence, there is no (non arbitrary) way to decide in advance during the derivation what should be the locus of the stress-shift operation. This type of information is available only at the IP level (the root), where the full sentence is constructed. At this level, the focus set is computed, and it can be identified that the focus needed for the context is not in the focus set. So main-stress shift applies at this stage to adjust the derivation to context. 

Main-stress shift, then, is a repair mechanism. It involves undoing the output of the default stress procedure, and creating a new S path for the targeted constituent.  This is what makes this operation marked, under the present view.  An operation reopening and undoing a completed derivation is always illicit. It is not something the computational system allows naturally, and applying an illicit operation requires checking if there was no way to avoid its application, namely, it requires reference-set computation. 

4. Reference set computation.
4.1. Focus projection.

The widely acknowledged characteristics of the focus obtained by shifted (marked) stress are that it 'does not project'  - it can only be 'narrow focus'.  This has been used by Cinque and Zubizarreta as a major diagnostics for the distinction between neutral and marked stress, but it is largely assumed also by others. The opponents of the distinction have come up with ample examples showing that this cannot be always true. I will return to these arguments directly, but first let us see what this generalization means.

As we saw, stress obtained by the default (nuclear, neutral) stress rule allows any projection containing it to serve as focus,  e.g. the whole IP in (20b), repeated.  The shifted cases of (23), by contrast, cannot be used in the same context, as we see in (55), which means that they do not project IP as focus. Similarly, stress shifted inside the VP does not project VP as focus, as seen in the comparison of (20c) and (56).

20
b)
Speaker A:
What's this noise? 



Speaker B:
[F My neighbor is building a desk]
55

Speaker A:
What's this noise? 



Speaker B:
#[F My neighbor is building a desk]




#[F My neighbor is building a desk]
20
c)
Speaker A:
What's your neighbor doing these days?



Speaker B:
My neighbor  [F is building a desk]
56)



#My neighbor [F is building a desk]
The same difference can be witnessed with the scope of only (which is always the focus).  In (21), stress is assigned by the nuclear stress rule to builders.  In this case, the scope of only can be either (the narrow focus) builders, or the whole VP that contains it
.  Suppose our store sells equipment only to builders, but at the same time we also buy used equipment from builders and others.  In this situation, (57a), with the narrow focus is true, but (57b) with the VP focus is false. 

57
a)
We only sell equipment [F to builders] (- not to the general public).

b)
We only [F sell equipment to builders] (- We do not buy anything from anybody).

58
a)
We only sell [F equipment] to builders - not health-insurance.

b
#We only [F sell equipment to builders] - We do not buy anything from anybody.

In (58), stress-shift applied. The sentence can only be used to exclude the option that we sell anything but equipment to builders, but not to exclude anything else, as witnessed by the inappropriateness of (58b). This means that the only element in the scope of only is the narrow focus -the argument bearing the new stress, as in (58a), but not the whole VP.

Though widely discussed, such facts did not receive a satisfactory account. Standard approaches postulate a special focus-projection rule for 'contrastive' focus.  But it is far from obvious how we can distinguish (in a non circular way) the 'contrastive' (58a) from the 'standard' (57a), given that in both the focus is narrow. 

Note also that it is impossible to explain the projection problem by forming some direct association between the position of the stress and its focus interpretation.  Such an attempt could, e.g. identify a given stress as 'non-neutral' by noting that it is not falling on the position required by the default stress rule, and then stipulate that with  non-neutral stress the focus is only the smallest projection of the stressed node. Technically, this means defining a special focus set for sentences with non-default stress. Though this may seem an adequate descriptive generalization, it is not, in fact, true. 

59
[The man with the hat] committed a murder.

60
a)
[Did the man with the apron] commit a murder?


b)
Who committed a murder?

In (59) main stress falls in a 'non-neutral' position on the noun in the subject. By the generalization under consideration, the focus set for (59) should contain then only the lower DP the hat. The derivation can certainly be used with this constituent as a focus, e.g. as an answer to the question (60a).  But it can also be used as an answer to (60b), in which case the whole DP the man with the hat is the focus.  So the non-default stress does project up to the top DP.  But it is still impossible to use this derivation in an 'out of the blue' context, namely with the full IP as focus.

Another instance where this line will not work is when anaphoric destressing is involved. In (61) stress is in a non-neutral position. Still the focus set has the three members in (61b), which is witnessed by the three contexts it can be used with in (62). The focus set in (61) is precisely the one determined by the standard definition of the focus set (which I repeat shortly).


61)

a)

Lucie hit him



b)

Focus set: {V, VP, IP}

62)

a)

Did Lucie kiss him?




b)

What did Lucie do?




c)

Why is he crying?

So, to begin with, narrow focus cannot be associated with the position of the stress, but it has to do with how the stress got there.  It is only if the given main stress was obtained by the main-stress shift operation, that it does not project. In (61) this operation did not apply. As we saw, the stress on the verb is obtained by applying the default stress rule (with anaphoric destressing of the pronoun).  But even if stress shift applies, more is needed to explain (59).

Given the reference-set approach to illicit operations, assumed in this work, these facts is exactly what we should expect. Such operation is allowed just in case this is the only way to meet interface-requirements, so it requires reference-set computation. Most notably, in this approach it is not surprising that interpretative effects can depend on the derivational history. It is only when an illicit operation applies that we have to check a reference set. So the fact that we chose to apply this operation may restrict our set of possible interpretations. Let us see how this works. 

I assume, first, just the one definition of the focus set in (18), repeated, which is blind to how stress is assigned. Hence, for the derivations at hand the focus-sets defined are those in (b).

18)

The focus set of IP consists of the constituents containing the main stress of IP. 

63
a)
My neighbor is building a desk

b)
Focus set: {IP, VP, Object}

64
a)
My neighbor is building a desk


b)
Focus set: {IP, VP, V}

65
a)
My neighbor is building a desk


b)
Focus set: {IP, subject}

The focus sets of (63) and (64) intersect in the case of IP and VP. Suppose that in a given context we want VP (or IP) to be the focus. We could obtain this result by using (63a), without applying the superfluous stress shift. Hence, (64a) is ruled out for that context. The only focus of (64a) not already in the focus set of (63a) is the verb. Hence, it is only the need to use this focus that can motivate the stress shift.  Similarly, (65b) intersects with (63b) on IP. Hence (65b) can only be used with the subject as focus.

As mentioned, computing this type of reasoning, requires a construction of a reference set, which consists of <d,i> pairs of a derivation and interpretation.  In this case, the relevant interpretation is a selection of a focus out of the focus set.  So, suppose our task is to decide whether (64a) can be used in the context of (19), namely, with the selection of IP as focus.  The reference-set is (66).

66
a)
d:
My neighbor is building a desk --->




My neighbor is building a desk



i:
Focus: IP


b)
d:
My neighbor is building a desk 



i:
Focus: IP

Since the pair in (66b) does not involve the extra-operation, it blocks (66a).  

Suppose now we want to use (64a) with the verb as the focus, as in the context of (18a).  Since stress-shift is involved, we have to construct a reference-set here as well.  However, the reference-set is (67), which contains only this one member, since no other derivation (of the same numeration) has the verb as focus.  Hence this derivation is allowed.

67)

d:
My neighbor is building a desk --->




My neighbor is building a desk



i:
Focus: V

Let us return to (59) repeated in (68a).

68
a)
[The man with the hat (i)](j) committed a murder.


b)
Focus set: {DP(i)-the hat, DP(j)-the man with the hat, IP} 

69
a)
[The man with the hat] committed a murder.


b)
Focus set: {DP- a murder, VP, IP}

The focuses sets of (68) and (69) intersect with the IP.  Hence, the reference set computation excludes using (68) in a context where IP is the intended focus.  But neither of the DPs in the focus set (68b) is included also in the focus set of (69).  Hence, the derivation can be used with either of these DPs as foci (as we saw with the contexts in (61)).  This is why the non-neutral stress in (68a) nevertheless projects partially.

Szendroi (2001) observes the contrast in (70). By what we said so far, the focus sets of (70a) and (70b) equally contain the full DP subject. Still while this DP subject can be used as a focus in (70a), it cannot in (70b). 

(70)
Who committed a murder?

a
[F The man with the hat] committed  a murder.

b
#[F The man with the hat] committed a murder.

She argues that in the case of (70b), another reference set needs to be constructed, namely, a derivation with less applications of main-stress-shift:

As the diagram in (71a), corresponding to (70a), shows, main-stress shift that places S on a given node applies once: to the subject DP node. (This is so, because hat is already S-labeled. To turn it to the main stress only one W-node on its pass needs to be switched.)  In (71b), corresponding to (70b), main-stress shift applies twice: to the DP subject and also to the N head of the subject. 

(71a)
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(71b)
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In both (71a) and (71b) the subject DP is in the focus set. If what we need in the context is just this DP as focus, there is no reason to apply twice the illicit operation.  So deriving (71a) can be viewed as  "less illicit", or involving fewer violations than (71b), hence, Szendroi argues,  it rules (71b) out.

4.2. Markedness

The analysis is based on the assumption that the computational system always assigns main stress in the same way. This stress is referred to as `neutral' or 'default' stress. Stress derived by main-stress shift is viewed as marked. The analysis has established some concrete content to the concept of markedness - a marked derivation is associated with computational complexity. Whenever main-stress shift applies, a reference-set must be constructed to check its appropriateness.  This means that this operation entails a computational complexity, whether the final outcome is 'in' or 'out'. On the other hand, there is no reason to assume any reference-set computation in derivations involving no stress-shift (as would be assumed in some optimality approaches). So, under the present view, the difference between neutral and 'marked' stress is that the latter requires computational complexity not involved in the first.

As  mentioned, the idea that a systematic distinction can be drawn between marked and neutral stress has been often challenged. The central argument against markedness was that in the appropriate context marked sentences may sound as innocent as neutral sentences. Hence, we can never know whether a given stress is marked or not, and, consequently, a theory assuming this distinction is unfalsifiable.  Under this formulation, the objections are irrelevant, since computational complexity cannot be observed by introspection. When applying the more complex computation is the only way to satisfy the interface needs, its outputs sound perfectly normal. 
The more significant objections evolve around the issue of focus-projection. As we saw, the fact that in the case of stress-shift the focus does not project has been used as a major diagnostics for marked stress.   The counter argument has been that this is empirically wrong, and we can find many instances of focus projection with stress not in its default position, as in the examples below, from Schmerling (1976) and Ladd 1980 respectively.  The point of both examples is that the whole IP is the focus, even though stress shift has applied.
(72)

I'd give the money to Mary, but I don't trust Mary 
(73)

Speaker A:
Has John read `Slaughterhouse five'?


Speaker B:
No, John doesn't read books
As mentioned, a major reason why this debate could not be successfully concluded was the lack of an explicit distinction between anaphoric destressing and focus shift. With this distinction established, we can observe that many (though not all) of the counter examples are, in fact, instances of anaphoric destressing, rather than main-stress shift. (72) is a clear anaphoric instance, since Mary is obviously in the context set having been just mentioned.  (73) is a more complex case of  D-linking: The context set (established by speaker A) contains a specific book, but this appears to activate the set of books, which is viewed as given in speaker B's response. Hence books is anaphorically destressed. In both cases, then, main stress falls on the verb, rather than on the default object position, but it did not get there by applying the costly main-stress shift operation. As we saw, in this specific instance, where main stress falls on the verb, there is no prosodic difference between the outputs of anaphoric destressing and main-stress shift. Nevertheless, the difference in derivational history shows up in the options of focus projection.

More generally, when only anaphoric destressing applies at a given derivation, the focus projects in the standard way (as essentially observed already by Selkirk 1984, under a different formulation).  In the present system, this result is enabled, to begin with,  since the definition of the focus set is independent of the derivational history of the sentence, and it holds uniformly regardless of where the stress falls.  By way of summary, let us review again a simple case like (74).

(74)

a.
Max likes cars


a'. Focus set: {IP, VP, Object}


b.
Max likes her


b'. Focus set: {IP, VP, V}
Recall that the focus set of IP consists of the constituents containing the main stress of IP. For a structure like (74a), three possible foci can thus be identified (cf. 74a'). The minimal assumption would be that the definition of possible foci (that is, of the focus set) remains constant no matter how stress is derived. If so, destressing of the object, as in (74b), should lead to the focus set in (74b'). This focus set differs from that in (74a') in only one construal: (74b') allows the verb, but not the object, to be focus (since the object does not contain the main stress). (74a'), in contrast, allows the object as focus, but not the verb. But in both derivations IP and VP are equally defined as possible foci, i.e. so far, nothing blocks focus projection in either structure. (72) and (73) are analogous to (74b), with precisely the same focus set.

But the next crucial question is why the fact that IP and VP can be used as foci without anaphoric destressing does not block their use in (74b), (72) and (73). In the present system, there is no reason to expect that it would. Focus projection is blocked only if reference set computation must take place, and it reveals that the projected focus could be obtained without stress shift. But this computation is only activated if an illicit operation applies. The global main-stress shift operation, which requires undoing the syntactic tree, is such an operation. But as we saw, anaphoric destressing is not.  It applies incrementally with no computational cost involved. So nothing triggers any reference set computation here, the derivation is not defined as marked, and the projection diagnostics shows, indeed, that it is not.
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 Zuckerman, S., N. Vasic and S. Avrutin. in progress  Pronominal reference in child language. Ms., UiL OTS, Utrecht University. 
�	Cinque's stress rule (10), p. 244) still includes the formulation in (3) (p.241), which assumes heads. It includes also an additional requirement that an asterisk on line N must correspond to an asterisk on line N-1. In his actual analysis, he starts with the next XP cycle (e.g. VP), just like H&V. But curiously, he omits the requirement that the cycle contains at least two asterisks, and he adds that "this simplification is crucial to obtain the correct results" (footnote 7, p. 244). Indeed, this omission enables the analysis to work also without the previous assumptions, which is why I think this is what he actually intended. In any case, I do not think that there is anything at stake here apart from whether the machinery can be reduced. And I assume that the way I present Cinque's analysis is precisely equivalent, empirically, to his.


�	Zubizarreta points out (footnote 14) that the question whether the prosodic phrase is determined semantically or syntactically does not have much empirical content.  Selkirk argues that the intonational phrase must form a sense unit, where two constituents constitute a sense unit if they stand in a modifier-of-head or an argument-of-head relation. But the notions assumed in this definition: modifier argument and head are, anyway, syntactic notions.


�  For this reason, it is highly unlikely that a syntactic feature such as [+stress] would be a helpful tool to account for stress phenomena.  As we shall see it is laso unlikely  that [+Focus] is the right way to encode focus. Both stress and focus are relational notions: stress never exists without unstressed and focus without background. I.will return to this point. 


�	This is assumed under different wordings since Chomsky (1971) and Jackendoff (1972), but has recently gained more attention in work by Vallduvi, Engdahl, and Herman Hendricks.


�	To get more precise about this description, we need to know more about the product of spell-out (namely on the nature of PF, in the pair <LF,PF>). There are two possible views of what PF is - one that this is just a sound string, the product of all spell-out procedures. In this case both a PF and an LF representation is necessary to identify the focus. The other possibility is that just like LF, this is the full syntactic tree, derived up to the stage of spell-out, representing also further steps in the derivation required by spell-out operations like stress, erasure of features, and other phonological processes.  It is a different question whether this PF tree is just the syntactic tree, as argued by Cinque, or a tree consisting of phonological phrases.  If PF is a derivational tree (under either of these views)  it is in principle possible that the focus rule applies solely at PF, namely, it associates a set of possible foci with each PF.


� .  In the specific example this is even clearer because the preceeding context (Who is building a desk) uses a creation verb. The choice of example, from Reinhart (1995) was, thus, not accidental (thought subconscious). Since there is no anaphoric destressing here, the derivation can be accounted for with using just one rule of main-stress shift. 


� Rather it is the verb that carries secondary stress. The way this is obtained is addressed in the next subsection.


� Schwarzschild (1999) argues that givenness, rather than anaphoricity, is the notion relevant for focus identification.  Under his definition of givennes, the uninformative bare indefinites of the type we are considering can be viewed, in fact, as given.  Roughly, a constituent is given by Schwarzschild's definition if it has discourse antecedent that, after existential closure, entails it or, in the case of referring expressions, is identical to it. It can be argued that the existential closure of anything  or something (e.g. that something exists) is given in any context.  While technically this is a possible definition, I don't believe it correlates with our actual perception of what is given or anaphoric in a given discourse.  However, the crucial problem with this view is that in fact, anaphoric elements and bare indefinites have very different stress patterns, which could not be captured if they are both handled by anaphoric destressing.





� Williams (1997) acknowledges the central role of anaphora in stress. However, he follows the tradition of viewing anaphora and focus as one unified problem. For him, the whole issue of focus is an instance of anaphora.


� 	One case where we can see the OCP (or some other principle with similar effect) at work is when two words are placed one after the other in such a way that the first word has word-final stress, such as thirtéen, and the second word has word-initial stress, such as mén. This would result in adjacent stresses, as in *thirtéen mén, but that is not what we get. Rather, word-stress is shifted within the first word and the outcome is thírteen mén.





� Note that the Obligatory Contour Principle (OCP), requires only that there are no adjacent S nodes.  So it does not rule out this option of a W-sequence. In case of very long W-sequences, further accentuation devices may apply to create a contour, but this is not enforced by the OCP.


 �The standard assumption is that the potential scope of only is just its c-command domain, where it selects the focus as its scope.
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